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ABSTRACT 
 

Intrusion Detection Systems (IDSs) are widely used in various computer networks with the goal of spotting 
cyber threats and potential incidents. Collaborative intrusion detection networks (CIDSs) have been developed 
to augment the detection power of a single IDS by allowing IDS nodes to exchange data. The Internet of Things 
(IoT) can be thought of as a network or connectivity of sensors and actuators that share data in a unique way. 
Blockchain technology has been applied in a variety of fields to foster trust and data protection by enabling 
participants to trade transactions and communicate information while preserving a level of trust, integrity, and 
greater transparency. However, there are numerous security concerns associated with the implementation 
architectures and technologies that will form the Internet of Things' backbone. Hence, this paper proposes a 
machine learning technique leveraging on blockchain technology with IDS for detecting attacks on IoT. In this 
paper, we used Naïve Bayes (NB), K-Nearest Neighbor (KNN) and Support Vector Machine (SVM) models for 
performing the experiment on NSLKDD dataset. The experimental findings for KNN model achieved 99.6% 
detection rate with a false alarm rate of 0.4. The NB and SVM models also gave competitive results. 
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1. INTRODUCTION 
 
The Internet of Things (IoT) can be defined as an integrated system centered on authorized protocols that 
communicate data among internet-connected devices[1]. Recent breakthroughs in the Internet of Things (IoT) 
have introduced the concept of smartness to machines, detectors, houses, streets, and even entire cities[2]. 
IoT is a rapidly emerging hallmark of modern computing and communication technology that has made 
significant contributions to a variety of sectors, ranging from agriculture to vehicle automation.  
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Nowadays, the Internet of Things is sometimes referred to as the Internet of Everything (IoE), as it 
encompasses all linked devices in daily life. By 2025, the number of connected devices is expected to reach 
21.5 billion[2]. The internet of things can be thought of as a network or connectivity of sensors and actuators 
that share data in a unique way. The IoT is not bound by any particular protocol but is open to any state-of-the-
art protocol available today in order to maximize range[3],[4]. Additionally, as all devices become smart, data 
and network management may be automated, and efficiency can be boosted through M2M interactions. Even 
customer inputs can be computerized with the use of sensors, and solutions will be conveyed directly to the 
objects where they are expected to occur[5], [6]. 
 
This paradigm shifts from connected computers to a network of 'things' transformed the digital world and 
ushered in a new era of development. The concept of digital identity and linkage to each entity has boosted the 
Internet's influence on new heights. The IoT has encroached into our daily lives through wireless connections 
and new digital identification systems such as RFID. 
 
 

 
 

Figure 1. Internet of Things Background[1] 
 

Wireless Sensor Networks (WSN) advancements and low-power, resource-constrained devices have 
expanded the types of devices that can be connected to the Internet. However, IPv6 [7] and IEEE 802.15.4 
have been instrumental in expanding the address space and incorporating additional components and networks 
into the realm of IoT. As illustrated in Figure 1, these newer technologies have played a critical role in the 
evolution of the Internet into the Internet of Things.The security issues inherent in a fully-fledged IoT system 
have drawn the attention of numerous academics, owing to the growing demand for secure IoT devices. There 
are numerous security concerns associated with the implementation architectures and technologies that will 
form the Internet of Things' backbone.  
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The research problems in the IoT security arena are numerous and fascinating. The technologies that underpin 
IoT are still in their infancy from a security standpoint. The IP-based WSN and WSN[8], which will serve as the 
primary data collection points in the majority of IoT structures, are perpetually susceptible and pose a serious 
security risk. Attacks on these fundamental parts can result in major data breach and privacy issues. If the 
attacker compromises the nodes, he or she can change the data that is sent to the upper tiers. It can have a 
significant impact on the organizational center's processing and activities, as well as disrupt the overall system. 
Malicious intrusions, such as DDoS and ransomware, phishing attack and IoT networks' availability. These 
assaults are becoming more sophisticated and complicated, ensuing in disruptive repercussions that jeopardize 
data integrity, availability and confidentiality [9]. The capacity to identify and react to that kind of attacks is 
critical for mitigating any damage to IoT architecture and minimizing any damage inflicted. IDS are frequently 
used to screen and detect complex assaults on IoT network environments and their sensors[10]. 
 
The IoT and cloud systems continue to confront complex attack scenarios, which are becoming more prevalent 
with the advent of blockchain[11]. For instance, around June 2018, numerous blockchain cryptocurrencies, 
including Gold Bitcoin and MonaCoin, were subjected to fifty-one percent attacks, resulting in the loss of around 
eighteen million worth of tokens[12]. The hackers gained control above more than half of the total global hash 
rate of mining by exploiting each cryptocurrency network. This susceptibility allowed attackers to dual-spend 
transactions, jeopardizing the network's integrity.  
 
Blockchain technology has been applied in a variety of fields to foster trust and data protection by enabling 
members to trade businesses and communicate data while preserving a level of integrity, trust and greater 
slide. Besides, blockchain technology has uses outside of digital currency and financial service[13], including 
the energy sector, online voting[14], supply chain and manufacturing[15], [16], the Internet of Things (IoT) 
[17],[18], big data[19], pharmaceutical and healthcare[20], cyber security, and government service area[21], 
[22]. IDS with blockchain can be used in conjunction on IoT networks to detect cyberattacks and protect 
sensitive data. The Internet of Things is the future, and it must be developed with a safe design. Since IoT is 
still in its infancy and security solutions are not well developed, security concerns must be considered for IoT 
devices from the start. Hence, this paper proposes a blockchain based IDS for detecting attacks on IoT. This 
paper is structured as follow. We present related work in Section 2. The methodology was discussed in section 
3. The results and discussion were highlighted in section 4. Conclusion and future work were presented in 
section 5. 
 
2. RELATED WORKS 
 
Numerous researches have examined the usage of blockchain technology to increase confidence among 
collaborative IDSs in IoT networks. The study [23] suggested a securely sharing framework to collects data in 
IoT applications. They proposed coupling Ethereum's blockchain technology with deep reinforcement learning. 
The learning model made use of three primary elements: surroundings, behavior, and incentives. This 
enhanced the fairness ratio for IoT software applications by more than 35%. In summary, when applied in cloud 
systems, the integration of blockchain and CIDS technologies significantly improves security levels. The 
authors [24] have classified 18 blockchain application cases, four of which are for IoT. Alaba et al. [25] classify 
security concerns into application, architecture, communication, and data categories. This proposed IoT 
security taxonomy is distinct from the traditional layered design. Following that, the dangers to IoT are examined 
in terms of hardware, network, and application components. 
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Granjal et al.[26] address and examine security concerns associated with the protocols designed for the Internet 
of Things. The authors [27] suggested an unsupervised hybrid IDS framework in 2017 for spotting selective-
forwarding and sinkhole attacks on IoT. It utilizes MapReduce engineering to perform an unsupervised 
optimum-path timberland (OPF) calculation. The study [28] advocated utilizing a cutting-edge interruption 
detection methodology for the IoT context in conjunction with a demonstration of automation. This technique 
classifies IoT assaults into three categories: false, jamming, and reply-attacks. It is an augmentation of the 
aforementioned frameworks. The configuration of this IDS might be central, as the data gathered by position 
hubs is provided to the discovery unit, which assists in the construction of the event databases. To identify 
interruptions, the IDS employs an analyzer occasion built on a specification-based technique.  
 
This IDS can competently recognize false-attacks, jam-attacks, and reply-attacks in IoT systems through 
relating the pre-occupied activity streams. Ref.[29] also in 2017, suggested a way for increasing message 
amongst numerous independent agents participating in an unmanned Aerial vehicles by combining blockchain 
and multi-agent systems (UAV). They developed an architectural approach for integrating communication using 
Ethereum's blockchain into peer-to-peer (p2p) networks. As a result, we have a procedure that may be well-
matched with independent agents. The proposed procedure safeguards the message process's security and 
aids in forestalling the heftiness of variable operating conditions. This has prompted additional research into 
the intersection of blockchain and multi-agent systems. 
 
3. MATERIALS AND METHODOLOGY 
 
3.1. Blockchain 
The primary motive behind blockchain technology is decentralization[30]. Due to the transparent and distributed 
nature of the blockchain's ledger, the failure of a single node would not affect the whole system. The Blockchain 
technology shifted the contract network's architecture from a star to a P2P arrangement. Using security based 
on code, encryption and algorithm protection, this modified framework enables two parties to communicate 
directly with one another. Because the parties to the contract system are required to trust the algorithm used 
to build mutual confidence, no prior knowledge of the parties' trustworthiness is necessary[31]. Additionally, the 
architecture eliminates the need for third-party security endorsements, since the algorithm itself is solely 
accountable for all types of verification. 
 
Ethereum[32] and Hyperledger[33] fabric are popular widely used platforms for developing blockchain 
applications. Their fundamental technologies are same. The primary distinction between Ethereum and 
Hyperledger is in their architecture and intended audience. Ethereum supports the Ethereum virtual machine 
(EVM). Smart contracts and public blockchains are geared toward consumer-facing applications. The 
architecture of the model is shown in figure1. 
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Figure 1. Architecture of the propose model 
 
3.2  Principal Component Analysis 
PCA is a widely used technique for extracting features[34], [35] and also essential technique in data 
compression[36]. Principal Component Analysis has been demonstrated to be extremely successful at reducing 
dimension in intrusion detection. When data is noise-free, noise reduces classification accuracy, while PCA 
improves classification accuracy. By incorporating PCA into the design of an intrusion detection system, you 
can reduce the system's complexity while increasing classification accuracy[37]. 
 
3.3  Naïve Bayes 
Naive Bayes is a methodology for supervised machine learning that is used to solve classification problems[38], 
[39]. NB is a very powerful classification technique[40]. It is fundamentally based on the Bayes classification 
rule. It is predicated on the notion that each feature is self-contained; that is, the presence of one feature in a 
class has no bearing on the presence of any other feature in that class. It is a simple model to construct and 
performs better on huge datasets[39], [41]. 
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3.4. K-Nearest Neighbor 
The k-nearest neighbor algorithm (KNN) is a non-parametric methodology for pattern recognition that can be 
used for classification or regression. It compares the unlabeled samples to the training samples[42]. The 
training samples are vectors in a multidimensional feature space; each sample has a class name associated 
with it. k is a user-defined constant variable in the classification phase, and an unknown vector (a query or test 
point) is identified by assigning the label that occurs most frequently among the k training samples closest to 
the query point. Euclidean distance is a frequently used distance metric[43],[44]. 
 
3.5 Support Vector Machine 
The support vector machine (SVM) is a widely used machine learning technique for solving classification and 
regression problems. The basic SVM uses a collection of input data to forecast which of two possible classes 
will form the binary linear classifier's output for each given input[45],[46]. SVM outperformed neural networks 
and other standard machine learning methods in terms of overfitting and generalization abilities[47]. SVM 
provides apparent advantages for high-dimensional and small sample network intrusion detection. However, 
numerous studies demonstrate that the performance of the SVM-based network intrusion detection model is 
directly proportional to its parameters (penalty factor C and kernel function parameter g, etc.). If the parameter 
selection is incorrect, the network intrusion detection accuracy will be reduced[48], [49]. 
 
4. RESULTS AND DISCUSSION 
 
4.1 Experimental Dataset 
Due to many problems in KDD cup 1999, such as irregular spreading of samples, duplication and redundant 
records, and so on, Tavallaee et al. presented NSL-KDD dataset[50].The NSL-KDD dataset describes each 
sample using forty one conditional features followed by a class label. The features are classified as (i) Basic 
attributes (ii) Characteristics Contents (iii) Time-based features traffic (iv) Host traffic attributes. Any 
comportment on a network that deviates from "Normal" is regarded as an attack class label. The NSL-KDD 
dataset contains information on twenty-four different types of assaults, which can be classified as U2R, R2L, 
Probe, and DoS. 
 
4.2 Evaluation Measures 
Along with detection rate and false alarm rate, the number of features was used to evaluate the performance 
of the proposed blockchain-based BoTIDS in this work, since it has a significant impact on the complexity of 
the learning model. As a result, the PCA was utilized to extract features. As explained below, the detection rate 
and false alarm rate were evaluated using True Positive, False Positive, True Negative and False Negative.  
 
This metrics are the most suited metrics for evaluating IDS performance[51].  
 
 True Positive is measure of malicious behaviors correctly identified as an attack. 
 True Negative is measure of benign behaviors correctly identified as benign. 
 False Positive is measures of benign behaviors misclassified as an attack. 
 False Negative is measures of malicious behaviors misclassified as benign. 
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4.3 The 10-Fold Cross Validation 
In the discipline of machine learning, the 10-fold cross validation is used to measure the accuracy with which a 
learning system can predict data that was not trained on. The training dataset is partitioned randomly into ten 
groups; the first nine groups are utilized to train the classifier, while the tenth group serves as the testing 
dataset. The procedure is continued until all groups have been covered, and performance is calculated as the 
sum of all ten folds. 
 
4.5. Performance Evaluation of NB, KNN and SVM 
From Table 1, among the three classifiers used in this research work, KNN predicts better than other 
classification algorithms with 99.1% detection accuracy, 99.6% detection rate, 0.4 false alarm rate, 99.4% 
precision and 99.5% F-measure. Also, the SVM performed better than the NB as a result of its generalization 
capacity with 95.3% detection accuracy, 94.7% detection rate, 1.3 false alarm rate, 97.6% precision and 96.2% 
F-measure. The NB achieved 81.2% detection accuracy, 87.5% detection rate, 1.5false alarm rate, 97.1% 
precision and 92.0% F-measure. 
 
Table 1. Performance of the three-classification models 

Algorithms/Metrics Detection 
Accuracy 

Detection 
rate 

False Alarm 
rate 

Precision F-measure 

NB 81.2 87.5 1.5 97.1 92.0 
KNN 99.1 99.6 0.4 99.4 99.5 
SVM 95.3 94.7 1.3 97.6 96.2 

 
The Figure 2 depicts how each of this model performed in terms of the performance metrics. The low detection 
rate and high false alarm rate are issues in BoTIDS.  In this research, our model gave a superior detection 
accuracy of 99.6% and low false alarm rate of 0.4%.  
 

 
 

Figure 2. Performance of the proposed model based on NB, KNN and SVM classifiers. 
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5. CONCLUSION AND FUTURE WORK 
 
This research proposes an intrusion detection solution for IoT threats based on NB, KNN, and SVM algorithms 
utilizing blockchain technology. We have explained the operation of each model component and the system as 
a whole. Due to the systems' adaptability, this innovative blockchain-IDS may be used in a variety of IoT 
scenarios. All third-party hacking attempts will be logged on the blockchain, ensuring the system's security 
against threats such as Distributed Denial of Service (DDoS) attacks, Probe, User to Root (U2R), and Remote 
to Local (R2L). The future work direction will be to adopt deep learning model with block chain technology for 
detecting attacks on IoT.  
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